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A B S T R A C T

Background and Objective: Digital smile design is the technique that dentists use to analyze, design, and
visualize therapeutic results on a computing workstation prior to actual treatment. Despite it being a crucial
step in digital smile design, the process of labeling and integrating the information in facial and intra-oral
images is laborious. Therefore, this study aims to develop an automated photo integrating system to facilitate
this process.
Methods: The teeth in intra-oral images were distinguished by their curvature and finely segmented using an
active contour model. The facial keypoints were detected by a sophisticated facial landmark detector algorithm;
these keypoints were then overlaid on the corresponding intra-oral image by extracting the contour of the teeth
in the facial and intra-oral photographs. With this system, the tooth width-to-height ratios, smile line, and
facial midline were automatically marked in the intra-oral image. The accuracy of the proposed segmentation
algorithm was evaluated by applying it to 50 images with 274 maxillary anterior teeth.
Results: The proposed algorithm recognized 96.0% (263/274) of teeth in our selected image set. The
results were then compared to those obtained by applying manual segmentation to the remaining 263
recognized teeth. With a 95% confidence interval, a Jaccard index of 0.928 ± 0.081, average distance of
0.128 ± 0.109 mm, and Hausdorff distance between the results and ground truth of 0.461 ± 0.495 mm were
achieved.
Conclusions: The results of this study show that the proposed automated system can eliminate the need for
dentists to employ a laborious image integration process. It also has the potential for broad applicability in
the field of dentistry.

1. Introduction

The current boom in emerging technology, including that for digital-
ization in dentistry, has been very beneficial for dentists and patients.
In the field of restorative dentistry, digital smile design (DSD) has
become popular in recent years. The term DSD refers to the pro-
cess in which dentists analyze, design, and visualize the predicted
therapeutic result on a computing workstation prior to the actual
treatment; thus, it can serve as an excellent practice and management
tool. This technique not only introduces predictability and quantization
to the designing process, but also facilitates communication between
the clinician, technician, and patient [1].

The workflow of DSD involves intra-oral and facial image/video
acquisition, aesthetic analysis, and design [2]. The aesthetic analysis
and design process typically entails the use of generalized software with
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image processing functions such as Photoshop (Adobe Inc. Mountain
View, California, USA), Keynote (Apple Inc., Cupertino, California,
USA), and Powerpoint (Microsoft Corporation, Redmond, Washington,
USA) [2–4]. Some existing software platforms have been specifically
designed for smile analysis or equipped with DSD functionality, such
as Smile Mesh and TRIOS (3Shape A/S, Copenhagen, Denmark); a
review of these software platforms is available in [5]. Despite the
functionalities available to clinicians in existing software packages, the
process of overlapping the photographs, drawing reference lines and
generating measurements is labor-intensive.

The aesthetic outcome of the maxillary anterior region is of para-
mount importance to the clinician and patient. This region encompasses
the teeth between the right and left maxillary canines; therefore, be-
cause it is the most visible region, it is referred to as the aesthetic zone.
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Fig. 1. The workflow of proposed method.

To achieve a better outcome, it is essential that the dentist perform
a comprehensive examination and aesthetic analysis of the aesthetic
zone during the initial visit. Various standards have been developed
for aesthetic evaluation. Among them, tooth size and shape, the facial
midline, and the smile line are some of the most important indicators of
aesthetic appeal. Stefan et al. [6] analyzed smile image ranks proposed
by various people; they concluded that a 75%–80% width-to-height
ratio for the central incisor and a 56%–68% tooth-to-tooth proportion
were generally regarded as the most attractive. Honn and Goz [7]
reviewed factors that influenced people’s perception of facial beauty;
they found that facial symmetry and averageness play an important role
in attractiveness. Altay et al. [8] illustrated that patients with a lower
smile line were less satisfied with single-tooth implant restorations in
the maxillary anterior region. However, what could be considered to
be the standard for facial beauty has always been a debatable topic.
In addition to these indicators, numerous aesthetic criteria have been
proposed; a detailed review of them can be found in [9]. In general, the
process of outlining the teeth in an intra-oral image and integrating
the result into a facial image are required for smile analysis. Using
the relevant information shown in an intra-oral image, a dentist can
proceed with a very precise and detailed treatment plan to restore the
aesthetics of the relevant teeth. For instance, when a patient does not
have an ideal gingival contour and has a high smile line, a surgical
guide can be made by utilizing the acquired information as a reference
to perform precise gingival recontouring.

We have modified two tasks to improve smile analysis: (1) the
transfer of facial information to intraoral photographs, and (2) the
segmentation of teeth in intraoral photographs. Regarding the first task,
sophisticated facial landmark detectors [10] can aid in detecting facial
key-points. This facial information can then be transferred with the help
of an algorithm that aligns the two images. Regarding the second task,
there are relatively few reports on performing tooth segmentation using
intra-oral photographs. To date, the majority of teeth segmentation
studies have focused on X-ray and CBCT images. Regarding X-ray
images, Jain and Chen et al. [11] distinguished individual teeth by

using integral projection and subsequently segmented the teeth using
intensity information. Nomir et al. [12] improved the segmentation
result by applying iterative thresholding and adaptive thresholding,
followed by integral projection. Shah et al. [13] achieved segmentation
by applying active contour without edges, whereas Lin et al. [14]
performed segmentation with singularity analysis to acquire textural
information about the teeth and alveolar bone. Regarding CBCT images,
Mortaheb et al. [15] defined a new feature space and used a mean
shift algorithm for CT segmentation. Alternatively, Hosntalab et al. [16]
distinguished individual teeth in reconstructed panoramic images and
used level-set methods to find tooth boundaries. Ji et al. [17] and Gao
et al. [18] segmented anterior teeth in CBCT images by applying a
coupled level set method, starting from the appropriate section slice.

The process of tooth segmentation using intra-oral photographs is
different from that of X-ray or CBCT images and requires development
of a new approach as existing methods proposed for medical images
are not practically applicable. Specifically, non-uniform illumination
and specular reflection are typically present in the image. Addition-
ally, the teeth may have caries, fillings, incomplete mineralization
which can manifest as color abnormalities. Furthermore, orthodontic
bracket may be bonded to the teeth, and the teeth may have defects
which result in shape abnormalities. These unfavorable conditions
increase the difficulty of using intra-oral photographs to perform tooth
segmentation.

This study proposes an esthetic region teeth segmentation algorithm
based on curvature analysis and active contour. The proposed method
also entails the use of a 68-point dlib facial landmark detector [19]
to detect facial landmarks and incorporate the smile line and facial
midline into intra-oral image by registering the teeth edges of the two
types of images. The proposed approach consists of an assistive esthetic
region analyzer to automatically detect and integrate essential facial
and intra-oral image information to help dentists analyze the shape and
position of maxillary anterior teeth.
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Fig. 2. Identifying the ROI: (a) original intra-oral image: 1. lip and skin, 2. gingiva
and mucosa, 3. maxillary teeth, 4. tongue, and 5. mandibular teeth; (b) image after
applying the threshold; (c) portion with the largest area; (d) ROI-marked image.

2. Methods

The workflow of the proposed approach is as follows: (1) identifica-
tion of the region of interest (ROI) in the intra-oral and facial images,
(2) tooth delineation, and (3) alignment of the two types of images
(refer to Fig. 1). The delineation step can be further separated into tooth
separation and shape refinement phases. The details of each workflow
step are described below.

2.1. Finding the ROI in the intra-oral image

Clinicians that perform DSD are primarily interested in the max-
illary anterior teeth because this area has the largest impact on the
aesthetic outcome of the restoration. However, the original intra-oral
photographs may contain features other than the maxillary anterior
teeth because of the height-to-width ratio of the camera; thus, the pho-
tographs typically include redundant information such as lips, tongue,
mucosa and mandibular teeth (refer to Fig. 2(a) for an example). The
first step of the proposed method is to identify the ROI, which includes
the maxillary anterior teeth. The purpose of this step is to make the
model more robust and to reduce the computational cost.

Considering that the color of teeth is quite different from that of
soft tissue, this step can be completed by implementing intensity-based
image processing techniques. The original RGB photograph was resized
to a 512-pixel height for uniformity and converted to HSV color space;
then, Otsu thresholding [20] was applied to the hue channel of the HSV
image (Fig. 2(b)). Assuming that the maxillary anterior teeth constitute
the largest portion of the image, the largest connected area in the
binary image was identified and the smallest enclosing rectangle was
applied as our ROI (refer to Fig. 2(d) for an example).

2.2. Tooth separation

This section describes how individual teeth were distinguished.
Often, the gradient of the adjacency of a tooth is not an ideal feature
for tooth separation. Additionally, the specular highlight, small fissures,
and dental plaque on the surface of teeth can also introduce strong
gradients in the image. Therefore, segmentation solely based on the
image gradient could be inadequate for this application. Our proposed
method is based on the curvature of teeth outline, it also provides a
coarse segmentation of individual teeth.

2.2.1. Determining the teeth outline
In the second step, the ROI image produced in the previous step

was first resized to a 128-pixel height to obtain a better gradient and
accelerate computation. In this step, simply applying global threshold-
ing is insufficient because of non-uniform illumination and tooth color
variation (refer to Fig. 3(c)).

First, adaptive thresholding was applied to the hue channel of
the image. Let (𝑖, 𝑗) be the location of a pixel in the image domain.
The threshold 𝑇 (𝑖, 𝑗) was determined according to the average pixel
intensity values over a surrounding window of size 𝑛 × 𝑛 centered at
(𝑖, 𝑗) the adaptive thresholding process can be expressed as

𝑇 (𝑖, 𝑗) =
∑

(𝑝,𝑞)∈[− 𝑛−1
2 , 𝑛−12 ]

𝐼(𝑖 + 𝑝, 𝑗 + 𝑞)
𝑛2

𝑃 (𝑖, 𝑗) =

⎧

⎪

⎨

⎪

⎩

0, if 𝐼(𝑖, 𝑗) ≥ 𝑇 (𝑖, 𝑗)

1, if 𝐼(𝑖, 𝑗) < 𝑇 (𝑖, 𝑗)

where 𝐼(𝑖, 𝑗) is the image intensity at (𝑖, 𝑗) and 𝑃 is the resulting binary
image. An empirical value of 𝑛 = 41 was used in the process. After
binarization, each connected area was filled, and areas with less than
2000 pixels were eliminated (refer to Fig. 3(e) for an example).

An active contour model was used to refine the outline where
the mask produced in the previous step was used to construct the
initial contour. We implemented a combined version of two classical
models, i.e., Caselles et al. [21] and Chan and Vese’s work [22] geodesic
active contour and active contour without edges, respectively; here, we
present the curve evolution equation for that in the form of level set.
Suppose 𝜙 is the level set function which is the signed distance function
(SDF) for the contour, the evolution equation can be expressed as
𝜕𝜙
𝜕𝑡

= 𝛿(𝜙){𝛼1 [𝜈 + 𝛾𝑑𝑖𝑣(
∇𝜙
|∇𝜙|

)]𝑔|∇𝜙|
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

geodesic active contour

+ 𝛼2[𝜇𝑑𝑖𝑣(
∇𝜙
|∇𝜙|

) − 𝜆1(𝑢0 − 𝑐1)2 + 𝜆2(𝑢0 − 𝑐2)2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
active contour without edges

]}
(1)

where 𝛿 is the Dirac delta function, 𝛼1 and 𝛼2 are two factors that
regulate the influence of gradient and color on curve evolution, 𝜈 is
mean curvature motion term, and 𝑢0, 𝑐1 and 𝑐2 represent the color
along the contour, and the average color inside and outside of the zero
level set, respectively. In Eq. (1), 𝛼1, 𝛼2, 𝜈, 𝛾, 𝜇, 𝜆1, and 𝜆2 are empirically
determined parameters, and 𝑔 is the gradient map, which is given by

𝑔 = 1
1 + |∇(𝐺𝜎 ∗ 𝐼)|2

(2)

where 𝐼 is the hue channel of the image, and 𝐺𝜎 is the Gaussian kernel
with standard deviation 𝜎.

2.2.2. Separation
The third step was established in consideration of the following

facts: (1) individually, teeth have a convex shape, and (2) the concave
areas in the teeth outline are typically adjacency. Let 𝒑𝑖 be a point along
the contour obtained by using the active contour method. Then, the
approximate curvature 𝜅𝑖 at point 𝒑𝑖 can be computed using:

𝒕𝑖 =
𝒑𝑖+𝑑 − 𝒑𝑖−𝑑
|𝒑𝑖+𝑑 − 𝒑𝑖−𝑑 |

𝒕′𝑖 = 𝒕𝑖+1 − 𝒕𝑖
𝜅𝑖 = 𝒕′𝑖 × 𝒕𝑖

(3)

where 𝑑 is a parameter that determines the precision of our approxima-
tion. Although a higher 𝑑 value eliminates more noise, it may result in
key-points being disregarded. We empirically determined that 𝑑 = 10
to be appropriate for our problem.

After calculating the curvature (refer to Fig. 4(a)), a threshold was
applied such that only points with a large concave curvature were



Computers in Biology and Medicine 122 (2020) 103794

4

M. Li et al.

Fig. 3. Outline segmentation: (a) Contour initialization using ROI; (b) Active contour result of ROI based initialization; (c) Contour initialization following Otsu thresholding
with elimination of small area; (d) Active contour result of Otsu thresholding-based initialization; (e) Contour initialization following adaptive thresholding with hole-filling and
small-area elimination; (f) Active contour result of adaptive thresholding-based initialization.

Fig. 4. Tooth separation: (a) The curvature of outline; (b) Separation result.

retained as the keypoints. The final process in this step is to connect
key points to distinguish individual teeth. A moving window of size
128 × 40 pixels and a stride of 20 pixels were used to make the
connections. for each window, the following criteria were applied to
connect two points:

• The distance between the two points along the contour 𝑑𝑐𝑜𝑛𝑡𝑜𝑢𝑟 >
50 𝑝𝑥

• The angle between the connecting line and 𝑥 axis, 𝜃 > 70◦

• For each window, only the line with the shortest length is retained
• When two lines (one from the previous window) are too close

to each other (i.e., the distance from their center is smaller than
the pre-set threshold), the lines are scored based on their angle 𝜃,
length 𝑙, and average color 𝑐 along the line using their weighted
average:

𝑠𝑐𝑜𝑟𝑒 = 𝑤1𝜃 +𝑤2𝑙 +𝑤3𝑐

The line with the larger angle, shorter length and lower intensity
is preserved.

2.3. Shape refinement

Although the previously described step roughly segments teeth,
the results for adjacent areas were found to be inadequate (refer to
Fig. 5(a)); therefore, the contour was further refined.

The original ROI image was resized to a height of 256 pixels for finer
segmentation. a morphological erosion process was applied to the mask

of the coarse segmentation to obtain an initial contour. Let 𝜙 be the SDF
of the contour. Then, the energy functional for the active contour can
be defined as follows:

𝐸(𝜙) =𝜆0𝐸𝑝𝑒𝑛𝑎𝑙 + 𝜆1𝐸𝑔𝑟𝑎𝑑 + 𝜆2𝐸𝑠ℎ𝑎𝑝𝑒 + 𝜆3𝐸𝑐𝑜𝑙𝑜𝑟 + 𝜆4𝐸𝑐𝑜𝑢𝑝𝑙𝑒 (4)

where 𝐸𝑝𝑒𝑛𝑎𝑙 is the penalty term that stabilizes the SDF by constraining
|∇𝜙| such that it is close to 1, as described by Li et al. [23]

𝐸𝑝𝑒𝑛𝑎𝑙(𝜙) = ∫𝛺
1
2
(|∇𝜙| − 1)2𝑑𝑥𝑑𝑦

𝐸𝑔𝑟𝑎𝑑 is the edge gradient term that slows down the contour at strong
gradient edges

𝐸𝑔𝑟𝑎𝑑 (𝜙) = ∫𝛺
𝑔𝛿(𝜙)|∇𝜙|𝑑𝑥𝑑𝑦

where 𝛿 is the delta function and 𝑔 is the same as (2) with 𝐼 being the
intensity value obtained from the grayscale image. It should be noted
that using the gradient values from the grayscale image yielded better
results for the adjacent-area refinement process than those from the hue
channel image.

𝐸𝑠ℎ𝑎𝑝𝑒 is the shape energy that minimizes the difference between the
contour and the shape prior.

𝐸𝑠ℎ𝑎𝑝𝑒(𝜙) = ∫𝛺
𝛿(𝜙)(𝜙2

𝑠𝑝(𝑥, 𝑦) + 𝜁 |𝜙𝑝𝑝(𝑥, 𝑦)|)|∇𝜙|𝑑𝑥𝑑𝑦

where 𝜙𝑠𝑝 is the SDF of the coarse segmentation, 𝜙𝑝𝑝 is the SDF of
landmarks obtained form the coarse segmentation step. The term 𝜙𝑝𝑝
was used to better fit the contour to the landmarks of the concave
curvature. This term was derived based on the observation that these
landmarks are typically accompanied by sharp edges. The absolute
distance was used in 𝜙𝑝𝑝 instead of the squared distance; this is because
it has a strong localized impact, but less impact than the squared
distance when it is applied to the contour at distances relatively far
from key points; consequently, the process of evolution for these points
is still determined by the full contour.

𝐸𝑐𝑜𝑙𝑜𝑟 represents the color energy that prevents the contour from
including bright areas, because tooth gaps tend to be darker than other
tooth surfaces in an image.

𝐸𝑐𝑜𝑙𝑜𝑟(𝜙) = ∫𝛺
𝛿(𝜙)𝐼 ′|∇𝜙|𝑑𝑥𝑑𝑦

𝐼 ′ was obtained by applying adaptive histogram equalization, i.e.,
CLAHE [24], to grayscale images to eliminate the effects of non-
uniform illumination.

The functional defined here is similar to those introduced by [17]
and [18] where the segmentation of tooth roots was performed slice by
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Fig. 5. Shape refinement: (a) Result of coarse segmentation, which show that the
contours are not ideal before refinement; (b) Post-refinement result, showing smoother
and more accurate contours.

slice in CT images. The proposed method differs from the methods de-
scribed by [17] and [18] because it introduces 𝜙𝑝𝑝 into the shape prior
term and an edge color term 𝐸𝑐𝑜𝑙𝑜𝑟. In previous approaches, a region
energy term that takes into account the different intensity distributions
of the foreground and background pixels was used. Alternatively, in our
case, the different color distribution of tooth and gingiva does not help
much in the segmentation process; because the boundary between them
is typically associated with a strong gradient, It is generally difficult to
distinguish neighboring teeth and the adjacency has the same intensity
distribution as the teeth body.

The last term in (4) is the same as that in [18]. Tooth segmentation
can be achieved by using two individual SDFs and every other tooth
are represented by same function. Conversely, adjacent teeth are rep-
resented by different functions to ensure that the two different level
sets do not merge. The coupled energy 𝐸𝑐𝑜𝑝𝑢𝑙𝑒 is defined as presented
below to ensure that there is no overlap between two zero level sets.

𝐸𝑐𝑜𝑢𝑝𝑙𝑒 = ∫𝛺
𝐻(−𝜙)𝐻(−𝜙′)𝑑𝑥𝑑𝑦

where 𝐻 is the Heaviside function, and 𝜙′ is the secondary SDF.
By solving the Euler–Lagrange equation (4) and adding a mean

curvature motion term, 𝑐𝑔𝛿(𝜙), we obtain the following evolution equa-
tion:
𝜕𝜙
𝜕𝑡

= 𝜆0𝑑𝑖𝑣[(1 −
1

|∇𝜙|
)∇𝜙] + 𝑐𝑔𝛿(𝜙)

+ 𝛿(𝜙)𝑑𝑖𝑣
[

[𝜆1𝑔 + 𝜆2(𝜙2
𝑠𝑝 + 𝜁 |𝜙𝑝𝑝|) + 𝜆3𝐼

′]
∇𝜙
|∇𝜙|

]

+ 𝜆4𝐻(−𝜙′)

2.4. Image registration

The final step in our automated image integration process is to
transfer facial information to the intraoral image. To achieve this,
facial landmarks have to be identified and the facial image should be
registered with the intra-oral image.

We used the 68-point dlib facial landmark detector proposed by
Kazemi et al. [19] to detect facial landmarks. With these landmarks
identified, it is easy to locate the mouth region (Fig. 6); we refer to this
region as the mouth ROI, and it was registered with the teeth ROI that
was acquired in the previous step.

The registration was completed by matching the tooth edges in two
different images. In the strict sense, the tooth edges in two different im-
ages show different projections of the dental arch. However, in reality,
they are both captured at the position directly in front of the patient.
To simplify this problem, we assumed that there is only similarity

Fig. 6. Facial landmarks.

transformation between two ROI images and that the registration can
be regarded as rigid. Therefore, we used the method proposed in [25]
to solve this problem.

The two images were resized to have a 128-pixel height; then,
the tooth edges were extracted by using techniques similar to those
previously described, and cubic B-splines were used to represent the
curve. The curvature along two edges was calculated by using (3). Ac-
cording to [25], the curvature calculated for a curve sampled at equally
spaced intervals of the absolute integral of the curvature (Fig. 7) can
act as a similarity invariant signature, which is independent of rotation,
translation, and scaling. This signature was obtained for both curves,
and the cross-correlation between them was calculated to perform the
registration.

3. Experiments and results

3.1. Data acquisition

The images used to evaluate the performance of our algorithm were
randomly chosen from routine images captured by resident dentists
in the Department of Implantology within the School and Hospital of
Stomatology at Wuhan University. All images were captured directly
in front of patients, i.e., perpendicular to the arch, at a distance that
ensure at least four teeth between two lateral incisors could be observed
in the photograph. The frontal facial photograph used to perform
registration was captured positioning the camera at the nose level and
approximately 2 meters from the volunteer. The volunteer was asked
to give a ‘‘natural smile’’ to expose the teeth for the photograph.

3.2. Outcome presentation

The image results, which were derived based on tooth and face
information, were automatically organized for presentation upon com-
pletion of the tooth segmentation process and the alignment of the
face and intra-oral images. The system evaluated the width-to-height
ratio of the teeth and incorporated the estimated smile line and facial
midline into the corresponding intra-oral image (refer to Fig. 8 for an
example). With the proposed method, the smile line was estimated by
applying cubic interpolation to five upper-lip inferior margin points,
and the facial midline was estimated by creating a linear model for the
nasion, subnasale, vermillion and menton points.

3.3. Accuracy of proposed algorithm

A total of 50 intra-oral photographs focused on the maxillary an-
terior teeth were chosen to evaluate the proposed segmentation algo-
rithm; all photographs were pre-inspected to confirm that there was
no contact between the upper and lower jaws and that there were no



Computers in Biology and Medicine 122 (2020) 103794

6

M. Li et al.

Fig. 7. ROIs and teeth edges: (a) Teeth ROI; (b) Mouth ROI. The teeth edges and points sampled at equal intervals under similarity invariant parametrization are marked in the
images.

Fig. 8. Final result: the smile line and facial midline are depicted in green, and the
width-to-height ratio and tooth width (100 px) are marked in the image.

missing teeth. The photographs were then had the teeth segmented
manually to obtain the ground truth. Considering tooth crowding may
affect the segmentation results, the maxillary anterior teeth in all pho-
tographs were visually classified by a licensed orthodontist into mild,
moderate or severe degree of misalignment. Among the 50 images, 44,
6, and 0 images were determined to have mild, moderate, and severe
misalignment, respectively.

A total of 274 teeth were included in the analysis. Teeth were
regarded as unrecognized when a single tooth was incorrectly identified
as two teeth or when two adjacent teeth were not distinguished. The
proposed approach resulted in the correct detection of 263 of 274 teeth
and achieved a tooth recognition accuracy rate of 96.0% when applied
to our selected image set. The approach failed to segment 11 teeth in
seven images; all of these 11 teeth, were in the category of mild crowing
dentition.

Tooth-segmentation accuracy was evaluated by using the results
for all 263 correctly recognized teeth to determine the Jaccard index,
Hausdorff distance (HD), and Average distance (HD) [26] under 95%
confidence interval (CI).

Let 𝑈𝑡 and 𝑈𝑝 be the segmented regions, as according to the ground
truth and proposed method, respectively. The Jaccard Index is defined
as follows:

𝐽𝑎𝑐𝑐𝑎𝑟𝑑 =
𝑈𝑡 ∩ 𝑈𝑝

𝑈𝑡 ∪ 𝑈𝑝

Let 𝐺 and 𝑆 be the point sets of the edges of the ground truth and
our segmentation result respectively, the HD is defined as:

𝐻𝐷(𝐺,𝑆) = max(ℎ(𝐺,𝑆), ℎ(𝑆,𝐺))

where

ℎ(𝐺,𝑆) = max
𝑔∈𝐺

min
𝑠∈𝑆

‖𝑔 − 𝑠‖

The AVD is defined as:

𝐴𝑉 𝐷(𝐺,𝑆) = max(𝑑(𝐺,𝑆), 𝑑(𝑆,𝐺))

Fig. 9. AVD box-and-whisker plots: the boxes corresponding to data from the first to
the third quartiles, with outliers 5 to 95% of the data.

where

𝑑(𝐺,𝑆) = 1
𝑁

∑

𝑔∈𝐺
min
𝑠∈𝑆

‖𝑔 − 𝑠‖

The minimum distance of two points comprising the edges was
calculated by using the fast marching method. Because the height
of teeth ROI image has already been unified at this point, the edge
distance can be estimated from the pixel distance (in 𝑚𝑚) by assuming
the crown of the central incisor has an approximate height of 10 mm.

The results comparing the automated and manual segmentation
results for the 263 teeth in terms of tooth position and degree of
misalignment are presented in Table 1. The proposed method yielded
an average Jaccard index of 0.928 ± 0.081 for the 263 teeth in the
50 images. Fig. 9 presents the box-and-whisker plots that show the
segmentation accuracy in terms of AVD results. The automated seg-
mentation method was more accurate for mesial teeth; however, in
terms of the degree of misalignment, the results did not significantly
differ from those of manual segmentation when there was no severe
crowding. The automated segmentation method yielded a mean AVD
of 0.128 ± 0.109 mm and mean HD of 0.461 ± 0.495 mm (Table 1) for all
tooth types (CI = 95%); therefore, the performance can be regarded as
clinically acceptable.

4. Discussion

In this paper, we proposed a system that automatically segments
and analyzes tooth features and incorporates relevant facial image
information into the corresponding intra-oral image to facilitate smile
analysis. The proposed system allows dentists to show patient their
current state and explain the treatment plan during their first visit.
It also serves to build a foundation for the development of a fully
automated smile analysis method and smile design process, thereby
helping clinicians to be more time-efficient. In our study, we focused
on using tooth width-to-height ratio, facial mid-line and smile line



Computers in Biology and Medicine 122 (2020) 103794

7

M. Li et al.

Table 1
Quantitative evaluation of the proposed segmentation approach with respect to tooth position and degree of misalignment using the Jaccard index, HD
and AVD.

Tooth position Degree of misalignment Total

Incisor Lateral incisor Canine Mild Moderate

Count 95 96 72 228 35 263
Jaccard Index 0.950 ± 0.051 0.928 ± 0.080 0.901 ± 0.083 0.931 ± 0.066 0.911 ± 0.140 0.928 ± 0.081
HD (mm) 0.414 ± 0.477 0.455 ± 0.489 0.531 ± 0.493 0.444 ± 0.385 0.573 ± 0.903 0.461 ± 0.495
AVD (mm) 0.116 ± 0.111 0.125 ± 0.102 0.149 ± 0.102 0.125 ± 0.081 0.152 ± 0.208 0.128 ± 0.109

to demonstrate the use of this assistive system. With this framework,
more functions, such as tooth color, tooth-to-tooth ratio, and extent
of gingiva exposure [9] can be easily implemented to analyze various
aesthetic attributes. Beyond DSD aesthetic analysis, the process of
tooth segmentation and facial information transfer have the potential
to be used for various applications that could be improved by the
identification of individual teeth and transfer of facial information, such
as digital mock-up, vision-based articulator, and disease recognition.

As compared to X-ray- or CBCT-imaged teeth, it may appear that the
teeth in intra-oral images are easier to segment because color is shown.
However, intra-oral imaging have its own difficulties, as the images
are more likely to be inconsistent because of changes in shooting
conditions. Numerous factors can prevent the algorithm from yielding
a sufficiently accurate segmentation result, among which non-uniform
illumination, specular reflection, and abnormal tooth color/shape are
the most significant. Wu et al. [27] used a boosted edge learning
approach to detect the edges of teeth photographs and obtained a
very good result. However, the training process for the tooth edge
detector requires a large amount of data, and they did not report the
accuracy of the algorithm. In this study, we developed an adaptive
thresholding based active contour method to overcome the problem
of non-uniform illumination (Fig. 3(f)). Individual teeth were distin-
guished by identifying critical points along the outline that have a
concave curvature. Additionally, the proposed method does not require
a training process, and it is not affected by a weak gradient between
individual teeth and the specular highlight. We evaluated the impact of
different initialization techniques on the outline segmentation (Fig. 3).
Based on our visual experiment, the outline segmentation result that
was obtained by applying the adaptive thresholding-based contour
initialization was consistently better than that obtained by using global
thresholding or ROI-based contour initialization (Fig. 3(b), 3(d)). Al-
though, in many cases these techniques may yield similar results, our
method was better equipped to handle non-uniform illumination than
the global thresholding-based technique; furthermore, as compared to
the ROI-based contour technique, because the product of initialization
is closer to the desired result, less time is required for convergence to
the final solution.

In the maxillary anterior teeth region, 263 of 274 teeth were cor-
rectly detected. Among the correctly detected teeth, the proposed
segmentation approach yielded an average Jaccard index and aver-
age error of 0.928 ± 0.081 and 0.128 ± 0.109 mm, respectively. The
actual distances in the results were derived from the pixel distance in
consideration of the fact that the clinical crown height of an central
incisor for a typical Asian person has been reported to be approximately
10 mm [28]. Because all the intraoral photographs were taken directly
in front of the patient perpendicular to the tooth arch, the estimation
was minimally affected by the projection angle and can be regarded as
acceptable. The performance of the algorithm was found to be worse
for distal teeth (Table 1 and Fig. 9), where the illumination conditions
tend to be worse than those for mesial teeth. Additionally, the shape
of the canine and the overlapping of teeth may create sharp edges
that negatively impact the performance of the segmentation algorithm.
In our selected dataset the algorithm did not result in significantly
different levels of performance for images with a mild or moderate
degree of misalignment. However, it should be noted that this finding
does not mean that the proposed approach will work well on severely

misaligned teeth, as we did not include cases of severe crowding in this
image set and the number of moderate crowding cases was small.

It is also worth mentioning that all the photographs used for eval-
uation were captured in our department under standard clinical con-
ditions and with relaxed exclusion criteria. Thus, the test images were
very diverse and a number of patients had periodontitis or defected
tooth that affect the shape of their teeth and gingiva. Regardless, the
overall error or the maxillary anterior region was below 0.5 mm, which
is sufficient for clinical use. Note that we only confirmed the accuracy
for these teeth because, as previously mentioned, this is typically the
only region that requires aesthetic analysis in restorative dentistry.
Despite this, theoretically, the same segmentation algorithm can be
applied to posterior teeth, as long as the outline of those teeth are a
wave form.

In recent years, many sophisticated facial detectors have been de-
veloped to recognize facial landmarks [10]. Owing to the rapid devel-
opment of these techniques, the nontrivial problem of identifying facial
key points has become quite simple. However, existing techniques have
yet to be able to correctly align facial images with intra-oral images. In
general, there are two main approaches to performing image registra-
tion, i.e., feature based and region based approaches [29]. In our case,
a region based approach seemed to be less feasible, because the two
types of images were captured under different conditions. For example,
if a patient has a low smile line, the amount of tooth exposure in the
facial image would be much smaller; this could result in unstable reg-
istration. Regarding feature-based alignment, global feature detectors
such as SIFT [30] or ORB [31] are not ideal because of the relatively
few distinctive features available in the teeth and gingiva. Distinctive
features could theoretically be detected from highlight patches or in
places where color changes drastically, such as the gingival papilla.
However, highlight patches is different in two photographs and the
gingival papilla tends to manifest as a repetitive pattern which may
result in image mismatch. The registration of the two types of im-
ages was achieved by using a similarity invariant signature [25] to
register tooth edges. Similar approaches that use curve registration
have previously been applied in the field of dentistry; for example,
Destrez et al. [32] registered singular points along the tooth neck
line between intraoral images and scanned plaster models, Wang and
Suenaga et al. [33,34] applied an epipolar constraint search to register
tooth edges and align images of teeth that was captured by stereo
cameras. In our case, the idea of curve registration can be feasibly
applied. For simplification, the transformation model was assumed to
be a similarity transformation model; this assumption is in agreement
with the existing DSD procedure that entails manual overlap of the
dental arch in two types of photographs.

There are some limitations of our work: (1) All photographs have
to be captured under the condition of an open bite, as no occlusion
between the maxillary and mandibular teeth in the image is required
for successful ROI recognition. This condition is typically achieved
when a patient is laughing, and we plan to adapt the proposed approach
to a gentle smile in the future; (2) Although the proposed segmentation
algorithm is not negatively influenced by mild unfavorable conditions
such as color abnormality (Fig. 5(b)) or shape defect (Fig. 4(b)), it
does not perform well under certain circumstances. For instance, the
proposed model assumes that there are no missing teeth or large gaps
between teeth and all neighboring teeth has to be in direct contact in
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the image to allow them to be distinguished by the curvature of their
outline; (3) The segmentation algorithm relies on several parameters,
which makes it difficult to determine the set of parameter values that
will optimize performance; (4) The sample size used to evaluate the
performance of the algorithm was small, and the samples did not
include severely misaligned teeth.

5. Conclusions

In this study, we developed a system that automatically integrates
information in facial and intra-oral images. The teeth in the intra-oral
image were segmented according to the curvature of the teeth outline
and subsequently refined by applying an active contour model. The
facial image was registered with the corresponding intra-oral image
to ensure that the relevant facial information was automatically incor-
porated into the intra-oral image. This preliminary work toward fully
automated smile analysis is expected to be widely applicable in the
field of dentistry. Future work will focus on enhancing the robustness
of this system, testing and optimizing for severely misaligned teeth, and
adding a design phase component to the system.
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